
TYPE Original Research

PUBLISHED 06 January 2025

DOI 10.3389/frai.2024.1457247

OPEN ACCESS

EDITED BY

Maria Chiara Caschera,

National Research Council (CNR), Italy

REVIEWED BY

Michele Sorice,

Sapienza University of Rome, Italy

Mattia Zunino,

Guido Carli Free International University for

Social Studies, Italy

*CORRESPONDENCE

Estibaliz García-Huete

estibgar@ucm.es

RECEIVED 30 June 2024

ACCEPTED 21 November 2024

PUBLISHED 06 January 2025

CITATION

García-Huete E, Ignacio-Cerrato S, Pacios D,

Vázquez-Poletti JL, Pérez-Serrano MJ,

Donofrio A, Cesarano C, Schetakis N and Di

Iorio A (2025) Evaluating the role of generative

AI and color patterns in the dissemination of

war imagery and disinformation on social

media. Front. Artif. Intell. 7:1457247.

doi: 10.3389/frai.2024.1457247

COPYRIGHT

© 2025 García-Huete, Ignacio-Cerrato,

Pacios, Vázquez-Poletti, Pérez-Serrano,

Donofrio, Cesarano, Schetakis and Di Iorio.

This is an open-access article distributed

under the terms of the Creative Commons

Attribution License (CC BY). The use,

distribution or reproduction in other forums is

permitted, provided the original author(s) and

the copyright owner(s) are credited and that

the original publication in this journal is cited,

in accordance with accepted academic

practice. No use, distribution or reproduction

is permitted which does not comply with

these terms.

Evaluating the role of generative
AI and color patterns in the
dissemination of war imagery and
disinformation on social media

Estibaliz García-Huete1*, Sara Ignacio-Cerrato2, David Pacios3,

José Luis Vázquez-Poletti3, María José Pérez-Serrano1,

Andrea Donofrio1, Clemente Cesarano4, Nikolaos Schetakis5,6

and Alessio Di Iorio7

1Department of Journalism and Global Communication, Faculty of Information Sciences, Universidad

Complutense de Madrid, Madrid, Spain, 2Optics Department, Faculty of Optics and Optometry,

Universidad Complutense de Madrid, Madrid, Spain, 3Department of Computer Architecture and

Automation, Faculty of Informatics, Universidad Complutense de Madrid, Madrid, Spain, 4Section of

Mathematics, International Telematic University Uninettuno, Rome, Italy, 5Computational Mechanics

and Optimization Laboratory, School of Production Engineering and Management, Technical

University of Crete, Chania, Greece, 6Quantum Innovation Pc, Chania, Greece, 7Alma Sistemi Srl,

Rome, Italy

This study explores the evolving role of social media in the spread of

misinformation during the Ukraine-Russia conflict, with a focus on how artificial

intelligence (AI) contributes to the creation of deceptivewar imagery. Specifically,

the research examines the relationship between color patterns (LUTs) in war-

related visuals and their perceived authenticity, highlighting the economic,

political, and social ramifications of such manipulative practices. AI technologies

have significantly advanced the production of highly convincing, yet artificial,

war imagery, blurring the line between fact and fiction. An experimental project

is proposed to train a generative AI model capable of creating war imagery that

mimics real-life footage. By analyzing the success of this experiment, the study

aims to establish a link between specific color patterns and the likelihood of

images being perceived as authentic. This could shed light on the mechanics of

visual misinformation and manipulation. Additionally, the research investigates

the potential of a serverless AI framework to advance both the generation

and detection of fake news, marking a pivotal step in the fight against digital

misinformation. Ultimately, the study seeks to contribute to ongoing debates

on the ethical implications of AI in information manipulation and to propose

strategies to combat these challenges in the digital era.
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1 Introduction

To contextualize this work, it is necessary to understand other previous conflicts. To

do so, this introduction will analyze disinformation campaigns in other war conflicts,

starting with how the Nazis used propaganda (Lasswell, 1951) as a weapon of war until

the escalation of the conflict with World War II.

Frontiers in Artificial Intelligence 01 frontiersin.org

https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2024.1457247
http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2024.1457247&domain=pdf&date_stamp=2025-01-06
mailto:estibgar@ucm.es
https://doi.org/10.3389/frai.2024.1457247
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/frai.2024.1457247/full
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org














García-Huete et al. 10.3389/frai.2024.1457247

FIGURE 2

Example histogram like we have used to distinguish between the fake and the real.

FIGURE 3

Diagram of how the application for generating war images using generative AI looks like.

FIGURE 4

Summary of the serverless AI framework used to create counterfeit war news images. This framework utilizes AWS Lambda for concurrent

processing, adopting a serverless methodology to e�ectively produce a substantial collection of images.

The context suggests that the process is designed to be

executed in Google Colab, a popular platform for running

Python code and machine learning models in a cloud-based

environment. Using Google Colab provides the computational

power needed to run advanced AI models, along with the

convenience of cloud storage. The integration with Google

Drive further enhances this setup, allowing for easy saving

and organizing of the generated images. This setup makes
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FIGURE 5

Histograms and representative images generated using the serverless AI architecture. This figure illustrates the variety of color profiles applied

through LUTs and the resulting diversity in the perceived authenticity of the generated images.

it accessible and efficient for users to manage their projects

and data.

A detailed prompt and an image generation pipeline are used

to create multiple realistic images of war scenes. Each image is

saved in a uniquely named folder, ensuring proper organization and

management of the generated content.

4 Serverless AI architecture

A serverless design is utilized, making use of tools from

different cloud platforms like Microsoft Azure, Google Cloud,

and, in this instance, Amazon Web Services (AWS). This method

makes use of existing computing resources, eliminating the need

for local resources that require maintenance, initial investment, and

specific usage to avoid damage. AWS Lambda is selected for various

reasons, with cost-effectiveness being the most important factor.

AWS Lambda enables the deployment of a software model that

includes generative artificial intelligence, which has been trained

to produce war imagery similar to fake news. Additionally, this

computational capability is utilized for parallel and concurrent

computation.

As demonstrated in the serverless architecture (Figure 4), the

use of AWS Lambda allows the parallel and simultaneous execution

of thousands of functions, significantly enhancing the efficiency

of the generation of fake news images. It is demonstrated that

when a program is executed on a local computer, attempts can

be made to execute it once per core, once per thread, or even on

the graphical processing unit for vector computation. However,

such executions are limited by the computing capacity of the local

computer. With AWS Lambda, it is possible to load and execute

this program up to a thousand times in parallel and simultaneously

without intercommunication between programs. Consequently, a

thousand distinct images can be generated almost instantaneously.

The cost-effectiveness of executing a thousand functions in Lambda

is equivalent to executing a single function, as charges in Lambda

are based on computing capacity used every thousand executions.

Furthermore, an S3 container is introduced, similar to a cloud

storage file, where a txt file with desired image attributes for

generation. This triggers an S3 container event that executes

the Lambda function a thousand times with the provided

prompt. Automatically, Lambda generates an image using the pre-

trained Stable Diffusion model, which is freely downloadable and

preloaded in another cold storage S3 for quicker execution. The

Frontiers in Artificial Intelligence 09 frontiersin.org

https://doi.org/10.3389/frai.2024.1457247
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


García-Huete et al. 10.3389/frai.2024.1457247

generated images are then stored in an S3 folder, with each original

image from Stable Diffusion being further processed by another

Lambda function applying selected color LookUp Tables (LUTs).

This process produces ∼50,000 images with different color tones

and shapes in less than a minute, which are also stored in an

S3 container.

To minimize costs, once the images are downloaded from the

S3 container, all temporary files and elements in the S3 containers

are deleted, except for the preloaded Stable Diffusion file in

cold storage. This serverless architecture efficiently and potentially

hazardously creates∼50,000 fake war news images in less than two

minutes. For analysis of this architecture and the amalgam of colors

from the LUTs, a manual examination of each image in the dataset

is required. This dataset, slightly reduced to about 700 images, is

curated following color patterns, histograms, and similarities with

real images, both fake news and photographic, for an exhaustive

discussion analysis.

Additional examination of the produced images and their color

histograms (Figure 5) offers valuable insights into the impact of

color variations on the perceived authenticity of these images.

This analysis contributes to the ongoing discourse on the ethical

consequences of AI-generated fake news. The images generated in

this study aim to mimic historical war visuals rather than replicate

present-day real-world conflicts. This highlights the potential risks

associated with serverless computing and artificial intelligence in

spreading deceptive information. The purpose of analyzing the

dataset is to investigate the factors that contribute to the perceived

realism of an image when different LUTs are applied. The goal is

to gain insights into how an image can appear more genuine to

newspapers, social networks, and the public. This exploration also

involves examining the possible societal, political, and economic

consequences that could arise if this technology becomes widely

accessible.

5 Discussion

In this article, an artificial imager has been developed using

LUTs and AI. The role of LUTs plays a fundamental role, since,

by creating filters it makes the images more realistic. These images

will be evaluated by histograms to assess their veracity. The

development of this methodology could validate a way to verify if

the images that are posted on social networks are false. The use of

serverless technology makes it possible to generate these images in

seconds and identify if they are true in seconds as well. Since the

same system generates both images and histograms in a short time.

It opens a new avenue of research for the creation of a verifier.

6 Conclusions

In this study, it has been proposed to create a fake warfare

image generator based on LUTs. It has had two approaches, one for

the colorimetric study of the different images generated to assess if

they could be differentiated from the fake ones, and another one,

where it is explained how the application and serverless computing

are able to generate these images from already trained sets. The

use of these LUTs has allowed us to create images that can be

passed off as real. The generation of this type of image on social

networks can have a social and ethical impact, which can affect

the development of war conflicts. As seen in the literature, there

is already a use of false images for the creation of fake news today,

but with this tool, images of nonexistent wars could be generated,

and a new collective memory could be created. The potential of

AI has not yet reached its ceiling in this aspect. By combining

serverless technology and histogram rating, it would be possible to

create a “white box” where the user could see why these generated

images are true or false. The use of serverless makes this possible

in seconds, because of its structure and the structure of the code

itself. It has been demonstrated through the use of histograms that

it is possible to differentiate a false image from a real one by its

homogeneity. In the future, this false image detection could be

improved by using other color-based techniques to differentiate

false images from true images.
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